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Definition

Hi! Please explain prompt and instruction learning and tuning in a sentence.

Show drafts v )

Prompt and instruction learning/tuning involves crafting specific phrases or
examples to guide large language models towards desired tasks and improve their

performance.




A Synthetic Showcase

J!h Q: If you were to summarize this whole presentation, what would you say?
) A: Tuning such a large model stinks, but guiding it doesn't, only if the model is smart
enough to follow.

Q: If you were to summarize key points about prompt and instruction learning/tuning,
what would you say?

‘& key points about prompt and instruction learning/tuning, straight to the point

Show drafts v o)

» - Ditch brute-force tuning: It's expensive and inefficient.
» Guide with good prompts: Craft clear instructions for desired tasks.
« But beware the dumb model: Not all LLMs can follow well.

« Success = Smarts + Guidance: They gotta understand your prompts!




Prompt Structure

A typical prompt usually has:

- Role A formal Prompt structure

- Context { Act as a standup comedian

- In P ut  Instruction Summarise the passage

Swimming i individual i ha ires the f one’ ire body t g
- Output Format : | st T ekt oo gl ot e s O GO
- Examples (optional)

swimming is one of the most popular Olympic sports,| 1] with varied distance events in butterfly,
backstroke, breaststroke, freestyle, and individual medley...

. Context ;

Question




Visual Prompt

Article: Instruction-ViT: Multi-Modal Prompts for
Instruction Learning in ViT Transformer
K+1 Selected Prompt Tokens
Selected Top K[l [ F———
Similarity Score -ID

Prompt
Tokens

Prompt Prompt
Text Encoder Selector Encoder

A photo of a dog
A photo of a cat

A photo of a bird

Input Image Latent Class Templates N Prompt Tokens

Figure 2. Running mechanism of prompts selected in validation.
For an input image of the validation set, feature extraction is
performed using the zero-shot CLIP model for the potentially
possible class and the image, and its similarity score is calculated.
The K prompt tokens with the highest similarity and the average
of remaining N-K prompt tokens are selected to next module.



Instruction-driven
Supervised
Learning

/[ sentiment Analysis ]

Sentiment Analysis
| 1 didn’t really enjoy [...] |mp 0,0 ,

A real masterpiece [...]

These are all junks, [...] +"| Unseen Tasks Generalization ¢

I love her,
but she loves him.

- 0,0
: T Grammar Correction | AY jmp

[ The food is not bad, |[...]

What | can do if my
paper was rejected?

[ Task Instruction |
Negative

N
Classify the review as positive, @

negative, or neutral [...]

| didn’t really enjoy
that movie [...]

—_Entity Recognition
Donald Trump served as
the 45th president |[...]

[ A recent study published
in the journal [...]

| Unseen Tasks Generalization

( )
Identify all the named entities ©)

appearing in the utterance |[... ])
(&

Donald Trump

. .
. .
.

Junk food makes
t.

people fat.

Je I'aime mais
elle I'aime.

What can | do if my
paper is rejected?

( N
Summarize the main topic of )
the given paragraph [...]

J

Instruction is
all I need!

|_Machine Translation |
I love her,
but she loves him.

utterance into French script [...]

[ Translate the given English ] ®

.
Grammar Correction

What | can do if my
paper was rejected?

Correct the grammar of the @
following sentence [...]

(b). Instruction-driven Supervised Learning



Textual Instruction Categories

(a). NLI-oriented Instruction (This is about an accident. | v
[ My car was smashed last night. ]@ [ This expresses anger. ] v
x Anger
[ This is about health. ]
------------------------------------- o
. . “ ———————
(b). PLM-oriented Instruction (" Good
1
- \Wonderfull
[ It was a real masterpiece! ]@[ This movie is ] — @ A@ i : 2 i
H 1
\Popular ;
(c). Human-oriented Instruction
(Deﬁnition: )
Given a movie review, your task is to classify it as “positive”, It was a real
“negative”, or “neutral” based on the sentiment. Do not [...] @ masterpiece!
optional
Examples:
Input: | didn't really enjoy that movie. Output: Negative
Input: | thought that it was really well made. Output: Positive D Instruction C] Input El Output
4] i
x Contradict / Entail r_“: Top-prob Predictions
\_Now, complete the following instance: ) [A—

Figure 2: An illustration of three distinct categories of textual instructions.



Instruction fine-tuning

Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?
&

-320.4F

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
The cafeteria had 23 apples. If they make lunch. So they had 23 -
used 20 for lunch and bought 6 more, / 20 = 3. They bought 6 more
how many apples do they have? Language \apples, so they have 3 + 6 = 9.

model =

Evaluate on unseen tasks Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation

Give the rationale before answering. together. So the answer is “no”.




Answered Questions

et al., 2020). Despite the prevalence of prompts
in text classification, machine translation, etc., we
argue that prompts are merely a special case of in-
structions. This paper takes a comprehensive and
broader view of instruction-driven NLP research.
Particularly, we try to answer the following ques-
tions: (i) what is task instruction, and what instruc-
tion types exist? (§ 4) (ii) given a task instruction,
how to encode it to assist the model generaliza-
tion on the target task? (§ 5) (iii) what are popular
instruction following datasets and the mainstream
evaluation metrics? (§ 6) (iv) what factors (e.g.,
model size, task numbers) impact the instruction-
driven systems’ performance? (§ 7) (v) what chal-
lenges exist in instruction following, and what are
future directions? (§ 8)
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A Comprehensive Survey on Instruction Following

Renze Lou®

Kai Zhang® and Wenpeng Yin®

#The Pennsylvania State University ®The Ohio State University

{renze.lou, wenpeng}@psu.edu; zhang.13253RQosu.edu

Abstract

Task semantics can be expressed by a set of
input-output examples or a piece of textual in-
struction. Conventional machine learning ap-
proaches for natural language processing (NLP)
mainly rely on the availability of large-scale
sets of task-specific examples. Two issues arise:
first, collecting task-specific labeled examples
does not apply to scenarios where tasks may
be too complicated or costly to annotate, or
the system is required to handle a new task
immediately; second, this is not user-friendly



What things does pre-training learn?

« Stanford University is located in , California. [Trivia]

| put __ fork down on the table. [syntax]

» The woman walked across the street, checking for traffic over __ shoulder. [coreference]
* | went to the ocean to see the fish, turtles, seals, and . [lexical semantics/topic]

* Overall, the value | got from the two hours watching it was the sum total of the popcorn
and the drink. The movie was ___. [sentiment]

* Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his
destiny. Zuko leftthe . [some reasoning — this is harder]

* | was thinking about the sequence that goes 1, 1, 2, 3,5, 8, 13,21, [some basic

arithmetic; they don’t learn the Fibonnaci sequence]



Chain-of-Thought Prompting Elicits Reasoning
in Large Language Models

Jason Wei Xuezhi Wang Dale Schuurmans Maarten Bosma

Brian Ichter Fei Xia Ed H. Chi Quoc V. Le Denny Zhou

Google Research, Brain Team
{jasonwei,dennyzhou}@google.com

Abstract

We explore how generating a chain of thought—a series of intermediate reasoning
steps—significantly improves the ability of large language models to perform
complex reasoning. In particular, we show how such reasoning abilities emerge
naturally in sufficiently large language models via a simple method called chain-of-
thought prompting, where a few chain of thought demonstrations are provided as
exemplars in prompting.
Experiments on three large language models show that chain-of-thought prompting
improves performance on a range of arithmetic, commonsense, and symbolic
reasoning tasks. The empirical gains can be striking. For instance, prompting a
1 O J an 202 3 PalLM 540B with just eight chain-of-thought exemplars achieves state-of-the-art
accuracy on the GSM8K benchmark of math word problems, surpassing even
finetuned GPT-3 with a verifier.



Chain-of-Thought Prompting Elicits Reasoning in LLMs

elicit | T'lzst |

verb (elicits, eliciting, elicited) [with object]

evoke or draw out (a reaction, answer, or fact) from someone: / tried to elicit a smile from Joanna | the work
elicited enormous public interest.

- archaic draw forth (something that is latent or potential) into existence: a corrupt heart elicits in an hour all that
is bad in us.
DERIVATIVES

elicitation | 1/zsr'tez[n | noun

elicitor noun

ORIGIN

mid 17th century: from Latin elicit- ‘drawn out by trickery or magic’, from the verb elicere, from e- (variant of
ex-) 'out’ + lacere 'entice, deceive'.




Standard Prompting
~ Model Input
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

| Model Output

A: The answer is 27. x

- Model Output

Chain-of-Thought Prompting Elicits Reasoning in LLMs

Chain-of-Thought Prompting

- Model Input )i —~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The

|\ answeris 9.

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.



Context examples

Chain of thoughts are then
followed by an
unanswered question

l

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

The answer is 11.

Q: How many keystrokes are needed
to type the numbers from 1 to 5007
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

swer is (b).

\n

L cooneommarsense

Q: Sammy wanted to go to where the
people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

So the answer is (b).

J

](‘
.

Q: Yes or no: Would a pear sink in
water?

‘

So the
answer is no.

Y

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

_

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

answer is no.

]

Human: How would you bring me
something that isn’t a fruit?

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

A A
So the
Plan: 1. find(energy bar) 2. answer is ya. r
pick(energy bar) 3. find(user) 4. So the answer
Qut(energy bar) 5. done(). J \ j |s no.

Figure 3: Examples of (input, chain of thought, output) triples for arithmetic, commonsense, and
symbolic reasoning benchmarks. Chains of thought are highlighted. Full prompts in Appendix G.



—e— Standard prompting
—6— Chain-of-thought prompting
- = = Prior supervised best

Solving (Challenging) Math
Problems

LaMDA GPT PalL.M

(=]
o

I
o

- Chain of thoughts yield performance gains
on models of ~100B parameters 0

GSM8K
solve rate (%)

[\)

S

- Smaller models worsen

- Best improvement on more-complicated
problems (GSM8K), compared to easier ones 0

(solvable in a single step), where 00|
improvements were either negative or very §%75
50
< o
small. i
0

04 8 137 04 7 175 8 62 540

Model scale (# parameters in billions)



Commonsense Reasoning

QAs’ target skills:

CSQA: commonsense, prior knowledge CSQA StrategyQA Date Sports SayCan
90 |- 80 100 100

80 60 “ f’@ 80

StrategyQA: multi-hop strategy

70 40| / 60 |

. - 60 20 | o0 40

Tasks without training set:
20 50 [ 0 40 _ 20
Date Understanding: inferring a date, given a 8 62540 8 62540 8 62540 8 62540 8 62540
context Model scale (# parameters in billions)
Sports Understanding: plausibility of a . Standard prompting
sport-related sentence & Chain of thought
SayCan: mapping instruction to robot actions e Enor supervised best
=i - uman

from a discrete set



Symbolic Reasoning

Tasks:

1. Letter concatenation
Concatenate last letters in name
2. Coinflip

Tell the state of a coin after being
flipped (or not) by people

—e— Standard prompting
—6— Chain-of-thought prompting

Letter Concat: 2 Letter Concat: 4
(in domain) (O0OD)

N O3 O
o O ot O

Solve rate (%) —

f——"0—0

o

Coin Flip: 2 Coin Flip: 4
(in domain) (O0D)

o O
o O

[=2}
[en)

Solve rate (%),

S
o

8 62 540 8 62 540

Model scale (# parameters in billions)

Figure 8: Using chain-of-thought
prompting facilitates generalization to
longer sequences in two symbolic rea-
soning tasks.



Correct Chain of Thought Analysis

49/50 chains of thought from LaMDA 137B correct answers in the GSM8K dataset

QUESTION: Jean has 30 lollipops. Jean eats 2 of the lollipops. With the remaining lollipops, Jean wants to
package 2 lollipops in one bag. How many bags can Jean fill?

MODEL ANSWER (CORRECT): Jean started with 30 lollipops. She ate 2 of them. So she has 28 lollipops
left. She wants to package 2 lollipops in one bag. So she can package 28 / 2 = 14 bags. The answer is 14. v

5 of which had imperfections:

- Underspecified statements.

- Correct but unrelated statement

- Imperfect equation with omitted steps (still understandable)
- Correct math, inverted semantics



Why such good results?

(Likely) it is hard to arrive at the correct final answer by coincidence for free
response questions.

For multiple choice or binary classification, correct answer via an incorrect

reasoning path was (more) probable (e.g., all the evaluated commonsense
reasoning datasets).



Correct by chance examples

QUESTION: If Annis 9 years old and her brother is twice her age, how old will her brother be in 3 years?

MODEL ANSWER (CORRECT BUT UNRELATED STATEMENT): Ann is 9 years old. Her brother is twice her
age. So her brother is 18 years old. In 3 years, she will be 12. So her brother will be 18 + 3 =21 years old. The
answer is 21.

QUESTION: A local gas station is selling gas for $3.00 a gallon. An app company is offering $.20 cashback per
gallon if you fill up at this station. If someone buys 10 gallons of gas, how much with their gas be, after the

cashback rewards?

MODEL ANSWER (CORRECT BUT IMPERFECT EQUATION): The gas is originally 3 dollars per gallon. If
you buy 10 gallons, that is 3 x 10 = 30 dollars. If you get 20 cents off per gallon, that is 20 x 10 = 2 dollars. So
the total is 30 - 2 = 28 dollars. The answer is 28 dollars.




Error types of 50 sampled incorrect outputs

Calculator error only: 8%

Solution: an external calculator (Cobbe et al. (2021))
Symbol mapping error: 16%

One step missing error: 22%

Missing an additional reasoning step

GSMS8K dataset
LaMDA 137B model



An easy fix in PaLM: scale up!

T of err mad
a 62B language model:
Semantic understanding

(62B made 20 errors of this type,
540B fixes 6 of them)

One step missing
(62B made 18 errors of this type,
540B fixes 12 of them)

Errors fixed by
Other scaling from
(628 made 7 f this type,
5408 fixes 4 of them) 62B to 5408

Figure 9: Error analysis of 45 problems that PalLM 62B got incorrect. These errors were categorized
that semantic understanding, one step missing, and other. The other category includes hallucinations,
repetitive outputs, and symbol mapping errors. Scaling PalLM to 540B fixed a substantial portion of
errors in all categories.




Incorrect examples

TTETTTTTTD T TATTTTTTYT TTTTIY TS TTTT TUATTTOSTTTT TTTUSITTTIITTTYSY SUUSvUYTTTTT YIS TTYSTTTTY T Ty TS TY TY TRRT T yesstrTTTTTY Tt

QUESTION: Jill gets paid $20 per hour to teach and $30 to be a cheerleading coach. If she works 50 weeks a
year, 35 hours a week as a teacher and 15 hours a week as a coach, what’s her annual salary?

MODEL ANSWER (INCORRECT; SYMBOL MAPPING ERROR): Jill gets paid 20 dollars per hour to teach
and 30 dollars per hour to be a cheerleading coach. If she works 50 weeks a year, 35 hours a week as a teacher
and 15 hours a week as a coach, then she works 50 x 35 = 1750 hours as a teacher and 15 x 30 = 450 hours as a
coach. So she works 1750 + 450 = 2200 hours. She gets paid 20 dollars per hour for 1750 hours and 30 dollars
per hour for 450 hours. So her annual salary is 20 x 1750 + 30 x 450 = $36,500. The answer is $36,500. X

EXPLANATION FOR ERROR CATEGORY: The model incorrectly mapped “15 x 30” instead of “15 x 50”, and
the chain of thought would be made correct by fixing just that one change (with an external calculator).

QUESTION: Kelian has two recipes for preparing dishes, one having 20 instructions and the second one having
twice as many instructions as the first one. How many instructions does Kelian have to read to prepare the two
dishes?

MODEL ANSWER (INCORRECT; ONE STEP MISSING ERROR): Kelian has two recipes. One has 20 instruc-
tions. The other has twice as many instructions as the first one. So the second one has 40 instructions. So Kelian
has to read 40 instructions to prepare the two dishes. The answer is 40. X

EXPLANATION FOR ERROR CATEGORY: The model answer could be made correct just adding one additional
step (in this case, adding 20 and 40).




ink!
Think! Large Language Models are Zero-Shot Reasoners

but with no clues

Takeshi Kojima Shixiang Shane Gu
The University of Tokyo Google Research, Brain Team
t.kojima@weblab.t.u-tokyo.ac. jp

Machel Reid Yutaka Matsuo Yusuke Iwasawa
Google Research* The University of Tokyo The University of Tokyo
Abstract

Pretrained large language models (LLMs) are widely used in many sub-fields of
natural language processing (NLP) and generally known as excellent few-shot
learners with task-specific exemplars. Notably, chain of thought (CoT) prompting,
a recent technique for eliciting complex multi-step reasoning through step-by-
step answer examples, achieved the state-of-the-art performances in arithmetics
and symbolic reasoning, difficult system-2 tasks that do not follow the standard
scaling laws for LLMs. While these successes are often attributed to LLMs’
ability for few-shot learning, we show that LLMs are decent zero-shot reasoners
by simply adding “Let’s think step by step” before each answer. Experimental
results demonstrate that our Zero-shot-CoT, using the same single prompt template,



It has to
be a joke

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of tenb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of ter@
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

N /

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(c) Zero-shot

(Output) The juggler can juggle 16 balls. Half of the balls are golf
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
W- So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

Figure 1: Example inputs and outputs of GPT-3 with (a) standard Few-shot ([Brown et al., 2020]), (b)
Few-shot-CoT ([Wei et al., 2022]), (c) standard Zero-shot, and (d) ours (Zero-shot-CoT). Similar to
Few-shot-CoT, Zero-shot-CoT facilitates multi-step reasoning (blue text) and reach correct answer
where standard prompting fails. Unlike Few-shot-CoT using step-by-step reasoning examples per
task, ours does not need any examples and just uses the same prompt “Let’s think step by step” across
all tasks (arithmetic, symbolic, commonsense, and other logical reasoning tasks).



But it isn’t

[1st prompt] [2nd prompt]
Reasoning Extraction Answer Extraction
Q: On average Joe throws 25 punches per Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 minutes. How | ____ | minute. Afight lasts 5 rounds of 3 - -
many punches did he throw? A: Let's think step by step.
A: Let's think step by step.
In one minute, Joe throws 25 punches. - --In five
@ +* | rounds, Joe throws 5 * 75 = 375 punches. .
! . .
LLM ! Therefore, the answer (arabic numerals) is
3 / .
5 LLM

In one minute, Joe throws 25 punches. !
In three minutes, Joe throws 3 * 25 = 75 punches. @
In five rounds, Joe throws 5 * 75 = 375 punches. [ 375. ]

Figure 2: Full pipeline of Zero-shot-CoT as described in §m we first use the first “reasoning” prompt
to extract a full reasoning path from a language model, and then use the second “answer” prompt to
extract the answer in the correct format from the reasoning text.



Humankind are still needed

MultiArith GSMSK

Zero-Shot 17.7 10.4
Few-Shot (2 samples) 33.7 15.6
Few-Shot (8 samples) 33.8 15.6
Zero-Shot-CoT 78.7 40.7
Few-Shot-CoT (2 samples) 84.8 41.3
Few-Shot-CoT (4 samples : First) (*1) 89.2 -
Few-Shot-CoT (4 samples : Second) (*1) 90.5 -
Few-Shot-CoT (8 samples) 93.0 48.7
Zero-Plus-Few-Shot-CoT (8 samples) (*2) 92.8 51.5




Is a bigger model
necessarily better?



SUPER-NATURALINSTRUCTIONS:
Generalization via Declarative Instructions on 1600+ NLP Tasks
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Task Template

Definition: {{definition}}
Positive Example 1—
input : {{p_ex1l.input}}
output : {{p_exl.output}}
explanation : {{p_exl.exp}}

Positive Example 2—

Negative Example 1—
input : {{n_ex1l.input}}
output : {{n_ex1l.output}}
explanation : {{n_exl.exp}}

Negative Example 2—

Now complete the following example—

input : {{x.input}}
output :

Figure 8: Encoding task instruction with input.

Task Instruction

,_l Definition
“... Given an utterance and recent dialogue context containing past 3
utterances (wherever available), output ‘Yes’ if the utterance
contains the small-talk strategy, otherwise output ‘No’. Small-talk is
a cooperative negotiation strategy. It is used for discussing topics
apart from the negotiation, to build a rapport with the opponent.”

ff;[ Positive Examples 1

¢ Input: “Context: ... ‘That's fantastic, I'm glad we came to
something we both agree with.” Utterance: ‘Me too. I hope you
have a wonderful camping trip.’”

* Qutput: “Yes”

» Explanation: “The participant engages in small talk when wishing
their opponent to have a wonderful trip.”

z/,—:[ Negative Examples ]

* Input: “Context: ... ‘Sounds good, I need food the most, what is
your most needed item?!’ Utterance: ‘My item is food too’.”

* OQutput: “Yes”

» Explanation: “The utterance only takes the negotiation forward
and there is no side talk. Hence, the correct answer is ‘No’.”

Evaluation Instances

Tk-Instruct
* Input: “Context: ... ‘I am excited to spend time
with everyone from camp!’ Utterance: ‘That’s
awesome! I really love being out here with my
son. Do you think you could spare some food?’
» Expected Output: “Yes”




How SUP-NATINST dataset compares

A LOT of tasks, negative examples, multilingual, and public

Resource —s SUP-NATINST NATINST CROSSFIT PROMPTSOURCE FLAN INSTRUCTGPT
(this work) (Mishra et al., 2022b) (Yeetal.,2021) (Bachetal.,2022) (Weietal., 2022) (Ouyang et al., 2022)

Has task instructions? v v X v v v

Has negative examples? v v X X X X

Has non-English tasks? v X X X v/ v

Is public? v v v v v/ X

" Numberoftasks 1616 61 209 ] 76 62 - 77T

Number of instructions 1616 61 - 2052 620 14378

Number of annotated tasks types 76 6 13 13* 12 10

Avg. task definition length (words) 56.6 1344 - 24.8 8.2 -

Table 1: A comparison of SUP-NATINST to a few notable datasets in the field. We obtain the number of tasks,

(1324

instructions, and task types of other datasets from their original paper.

indicates the fields are not applicable or

unknown. Standards for categorizing task types vary across different datasets (see Fig. 2). *PROMPTSOURCE does
not provide task type annotation for all their tasks, for which we report only the 13 task types annotated for training

TO (Sanh et al., 2022) instead.



Diversity of tasks types, languages, and domains

« task type: nature of the input to
output mapping

(question answering, classification, etc.)

« language: language(s) of the
instances.

» domain: the domain(s) to which the
text of the tasks belong to

(politics, medicine, dialogue, etc.)

statistic

# of tasks 1616
# of task types 76
# of languages 55
# of domains 33
# of non-English tasks 576
avg. definition length (words per task) 56.6
avg. # of positive examples (per task) 2.8
avg. # of negative examples (per task) 24
avg. # of instances (per task) 3106.0

Table 2: Statistics of SUP-NATINST.
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The little InstructGPT Kkiller

%0 »- Human -4-ROUGE-L 769
70 64.6 64.1

60 ' s
50
40
30
20

10 142

Copying TO (11B) InstructGPT Tk-Instruct Tk-Instruct
Instance Input (3B) (11B)

Figure 3: Human evaluation vs. ROUGE-L for several
methods (§6.2). The trends of these two metrics are
highly correlated with a Pearson coefficient of 0.998.

Methods |, / Evaluation — En  X-lingual

Heuristic Copying Instance Input 14.2 54
Baselines Copying Demo Output 28.5 50.3
. T5-LM (11B) 30.2 -
Prefrained LMs il (175B) 450 513
TO (11B) 323 -
Instruction-tuned  InstructGPT (175B) 52.1 52.8
Models Tk-INSTRUCT (ours, 11B) 62.0 -
mTk-INSTRUCT (ours, 13B) 57.1 66.1
Upper-bound (est.) Supervised Training 74.3 94.0

Table 3: The overall performance of different methods
on unseen tasks in the test set of SUP-NATINST (§6.1).
We report ROUGE-L here as our aggregated metric.
Models that leverage instructions show stronger gen-
eralization to unseen tasks. In particular, our model
that is fine-tuned on a diverse set of tasks outperforms
InstructGPT and TO by a large margin.



Jack of all trades and the best apprentice of all

----- Supervised Training B Copying Demo. Output B Copying Instance Input . T0(11B) B [nstructGPT (175B) B Tk-Instruct (Ours, 11B)

Textual Entailment Cause Effect Classification Coreference Resolution Dialogue Act Recognition Answerability Classification Word Analogy
oo T T
86
"""""""""""""""" 80
13 | s 70”
g e 57
& 53 50 50 ¢33
S 41
[ 32
2 0
Title Generation Data to Text
=
8 58 =
< (52T ST— —-40-
3 3840 38 36
&
19 20
8 9

Figure 4: Performance per evaluation task type. Tk-INSTRUCT consistently performs better than other generalization-
based methods on all task types, while there is still a sizable gap compared to supervised training.



(a) SUP-NATINST (this work) (d) FLAN (e) INSTRUCTGPT

Figure 2: Compared to other datasets, SUP-NATINST covers a more diverse range of task types. InstructGPT reports
a very coarse categorization of their task types. Bubble size represents the number of tasks of each type in log scale.



Tasks? More. Instances? Enough. Params? YES

60 60 65
62.0
55 55 547 537 535 537 60
50., 55 54.3

50 50
.| = 48.5 - 50 48.0
8 45 g 45 2]
3 3 2 45 42.1
& 40 40 ~ -

40.1
35 35 35
30 30 30
6 60 600 6 60 600 40 400 4000
Number of Training Tasks Number of Instances per Training Task Number of Model Parameters (Millions)
(a) (b) (©

Figure 5: Scaling trends of models performance (§7.1) as a function of (a) the number of training tasks; (b) the
number of instances per training task; (c) model sizes. z-axes are in log scale. The linear growth of model
performance with exponential increase in observed tasks and model size is a promising trend. Evidently, the
performance gain from more instances is limited.



Instruction encodings test

Some instruction elements are distractions at best

Testing Encoding = Def b | D o Ez) Def
o _ Task ID Def Pos (1) + Pos (1) Pos (2) +Pos (2) + Pos (2) +Neg (2) Pos (4) +Pos (4) Average
Training Encoding | +Neg (2) | | pxpl
p
Task ID 212 333 30.9 23.0 33.7 339 31.6 26.0 36.4 339
Def 45.0 31.1 43.8 36.4 46.4 442 443 38.0 46.0 39.9
Pos (1) 2D 439 47.8 46.6 49.2 46.2 434 46.6 49.5 43.1
Def + Pos (1) 42.2 43.8 524 47.4 44.5
Pos 2) 24 | 471 502 | 493 45.0
Def + Pos (2) 42.1 44.5 524 49.0 46.4
Def + Pos (2) + Neg (2) 423 43.6 51.8 48.6 | 459
Def + Pos (2) + Neg (2) + Expl 20 | 438 507 | 476 526 443
Pos (4) 239 45.6 49.8 49.0 51.7 49.5 47.5 49.8 44.5
Definition + Pos (4) 424 | 443 | 519 | 487 H 506 | 505 46.0




InstructUIE: Multi-task Instruction Tuning for Unified Information
Extraction

Xiao Wang**, Weikang Zhou** Can Zu*, Han Xia*, Tianze ChenX,
Yuansen Zhang*, Rui Zheng*, Junjie Ye*, Qi Zhang*', Tao Gui® |,
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As simple as that

NER

RE

EE

Multi-Task Instruction Tuning

LLM

Zero-Shot Evaluation

( \ | Please list all entity words in the text...
CoNLL 2003 Option: location, person, organization, else
ACE 2005 . .
Text: Tom have training in a whole variety
Ontonotes : - G
of different missions.
\_ /| Answer:
( CoNLL 2004 N\ |F ind th.e phrases in the following sentence...
- Option: used for, part of, compare...
SciERC .
Text: It has also been studied in the frame-
NYT 11 ; ¢ h
work of Japanese information extraction.
\ /| Answer:
Extract the event information in the text...
CASIE Option: Event type: phishing, databreach...
GENIA Arguments type: time, purpose...
Text: Next time I will publish database.
—

Answer:

Mit-Movie

| answer
L ————p(Bocchi the Rock, title)

(Tom, person)

(Japanese information
extraction, used for, it)

(type: databreach,
trigger: will push,
time : Next time)

Figure 2: The overview framework of InstructUIE. The input consists of task instructions, options, and text. The
output is a more understandable sentence converted from the original label structures.



And Performant

Table 1: Overall results of InstructUIE on NER task.
The evaluation metric is Entity F1. For 20 NER
datasets, InstructUIE outperforms the Bert model on 17
of them.

Dataset ‘ UIE USM Bert-base ‘ Ours
ACE2005 85.78 87.14 87.30 86.66
AnatEM - - 85.82 90.89
bc2gm - - 80.90 85.16
bcdchemd - - 86.72 90.30
bcScdr - - 85.28 89.59
broad twitter - - 58.61 83.14
CoNLL2003 9299 93.16 92.40 92.94
FabNER - - 64.20 76.20
FindVehicle - - 87.13 89.47
GENIA-Ent - - 133 74.71
HarveyNER - - 82.26 88.79
MIT Movie - - 88.78 89.01
MIT Restaurant - - 81.02 82.55
multiNERD - - 91.25 92.32
ncbi-disease - - 80.20 90.23
Ontonotes - - 91.11 90.19
polyglot-NER - - 75.65 70.15
tweetNER7 - - 56.49 64.97
wikiann - - 70.60 85.13
wikineural - - 82.78 91.36
Avg - - 80.09 85.19




Dataset ‘ UIE USM Bert-base | Ours Dataset l UIE USM  Ours
ACE2005 | 73.36 7241 72.5 7713

CASIE | 6933 7173 6898 | 67.80 ADE corpus - - 82.31
PHEE - - - 70.14 CoNLL2004 | 75.00 78.84 78.48
Avg - - - 71.69 GIDS - - 81.98

a. Event Trigger F1 kbp37 - - 36.14

NYT - - 90.47

Dataset ‘ UIE USM Bert-base ] Ours NYTI11 HRL _ _ 56.06
ACE2005 | 54.79 55.83 59.9 72.94 SciERC 36.53 37.36 45.15
f,féf 61;30 63;26 6():37 gjﬁi’ semeval RE - . 73.23
Avg - - - 66.46 Avg - - 67.98

b. Event Argument F1
Table 2: Overall results of InstructUIE on RE task.
Table 3: Overall results of InstructUIE on EE task.

Tho oualut e Bvent oot 1w The evaluation metric is Relation Strict F1. Our model
¢ evaluation metric 1s Event Irigger an vent %

Argument'BL. Our model outperfongnid USM and UIE reaches an average F1 of 67.98% on the eight datasets
on some datasets. of the RE task and is comparable to the baseline.



Seq2Seq Task Structure

Task Instruction provides a detailed guide on how to extract the relevant information from the
input text and produce the desired output structure. It includes information such as the type of
information to be extracted, the format of the output structure, and any additional constraints or
rules that need to be followed during the extraction process. The task instruction acts as a bridge
between the raw input text and the structured output representation, enabling the model to
understand the extraction task and generate accurate and meaningful output.

Options are the output label constraints for a task, which represent the set of possible outputs
that can be generated by the model for a given input. These label constraints are specific to each
task and provide information on how to map the predicted outputs to the corresponding semantic
concepts. For instance, in NER, options could be entity tags such as person, organization,
location, ... .



Task instructions

Task

Prompts

Please list all entity words in the text that fit the category. Output format is "typel: wordl;
type2: word2".

Please find all the entity words associated with the category in the given text. Output
format is "typel: wordl; type2: word2".

Please tell me all the entity words in the text that belong to a given category. Output
format is "typel: wordl; type2: word2".

Given a phrase that describes the relationship between two words, extract the words and
the lexical relationship between them. The output format should be "relationl: wordl,
word2; relation2: word3, word4".

Find the phrases in the following sentences that have a given relationship. The output
format is "relationl: wordl, word2; relation2: word3, word4".

Given a sentence, please extract the subject and object containing a certain relation in the
sentence according to the following relation types, in the format of "relationl: wordl,
word?2; relation2: word3, word4".

EE

Locate the role in the text that participated in the event based on the event type and return
it in the event list.

Extract the event information in the text and return them in the event list.




PiVe

PiVe: Prompting with Iterative Verification
Improving Graph-based Generative Capability of LLMs

Jiuzhou Han® Nigel Collier Wray Buntine’ Ehsan Shareghi’
: Department of Data Science & A, Monash University
> College of Engineering and Computer Science, VinUniversity
* Language Technology Lab, University of Cambridge
jiuzhou.han @monash.edu

Large
el Riompl Language Model
Verifier Module Output

Figure 1: Framework of PiVe.



The Verifier Module

A smaller fine-tuned LM, which responds “correct” on good LLM output.

Its data is generated by perturbing semantic graphs using two methods:

- Random: drop a triple
- Heuristic: drop a random triple if its subject or object is not present



lterative Prompting

- Online: help LLM with one more missed triple
- Offline: one api call and



Showcase

fText: Francisco Uranga was bornin 1905 and represented Argentina at the 1928 Summer Olympics. He co mpeted\
in the men's 50 metre freestyle.

non non

Reference: [["Francisco Uranga", "occupation", "swimmer"], ["Francisco Uranga", "date of birth", "01 January 1905"],

nn nn "nn

["Francisco Uranga", "country of citizenship", "Argentina"], ["Francisco Uranga", "sex or gender", "male"], ["Francisco
KUranga", "participant of", "1928 Summer Olympics"], ['Francisco Uranga", "sport", "Swimming ( sport )"]]

%
/ Base \

LLM Prediction: [["Francisco Uranga", "birth year", "1905"], ["Francisco Uranga", "represented", "Argentina"],

['Argentina", "participated in", "1928 Summer Olympics"], ["Francisco Uranga", "competed in", "men's 50 metre
freestyle"]]

nn non

\Verification Module Output: ['Francisco Uranga", "occupation", "swimmer"]

f lteration 1 <

LLM Prediction: [['Francisco Uranga", "occupation", "swimmer"], ['Francisco Uranga", "birth year", "1905"],
['Francisco Uranga", "represented", "Argentina"], ["Argentina", "participated in", "1928 Summer Olympics"],

non nn

["Francisco Uranga", "competed in", "men's 50 metre freestyle"]]

nn " on

KVeriﬁcation Module Output: ["Francisco Uranga", "sex or gender", "male"]

f Iteration 2 <

LLM Prediction: [["Francisco Uranga", "occupation", "swimmer"], ["Francisco Uranga", "sex or gender", "male"],
['Francisco Uranga", "date of birth", "1905"], ['Francisco Uranga", "represented", "Argentina"], ['Argentina",

"participated in", "1928 Summer Olympics"], ['Francisco Uranga", "competed in", "men's 50 metre freestyle"]]

\Veriﬁcation Module Output: Correct /

Figure 6: An example from KELM-sub test set using unified verifier module.



An easy upgrade

Iterative Prompting Iterative Offline Correction
T-F11 G-F1t G-BSt GED| | T-F1t G-F11 G-BST GED|
Base 13.50 4.89 83.92 13.20 | 1350 4.89 83.92 13.20
Iteration1 17.92  5.78 8591 1237 | 1776  5.83 86.42  12.37

Single Verifier | ton2 1946 644 8657 1208 | 1851 611 8691 12.19

Iteration3 20.17 661 8683 1195 | 1855 6.17 8694 12.18

Base 1350 489 8392 1320 | 1350 489 83.92 13.20

. . Iteration 1 19.64 600 8639 12.08 | 1699 567 87.08 12.95
Unified Verifier

Iteration2 22.11 6.44 8731 11.68 | 1776  5.67 87.48  12.96
Iteration3 23.11  7.50 87.710 11.35 | 1785  5.67 87.52  12.96

Table 3: Comparison between Iterative Prompting and Iterative Offline Correction on KELM-sub dataset across all
metrics using Single Verifier and Unified Verifier.



An easy upgrade, even for GPT3

Iterative Prompting Iterative Offline Correction
T-F11 G-F11t G-BST GED/| | T-F11 G-F11t G-BST GED|

Base 15.11  7.72 83.63 1291 | 15.11 7.72 83.63 1291
Iteration1 19.55  8.78 8590 1198 | 18.97 872 86.47 12.10

Single Verifier | ton2 2157 933 8659 1156 | 19.65 9.00 8676 11.96

Iteration3 2249 9.89  87.10 1137 | 1969 9.00 86.77 11.95

Base  15.11 7.72 8363 1291 | 1511 772 83.63 1291

. . Tteration1l 21.40 878 8643 11.69 | 2046 878  87.18 11.90
Unified Verifier

Iteration2 24.37  9.50 87.50 11.12 | 21.54  9.06 87.56 11.71
Iteration3 26.06 10.22 87.99 10.83 | 21.57 9.06 87.57 11.71

Table 13: Results of using GPT-3-davinci as the backbone LLLM on KELM-sub dataset over different settings.



Not many iterations

10-shot
8-shot
6-shot

TF1 3

10-shot
8-shot

6-shot
GF1

D L @
& @ @ @
[ ) @ @ '
36 37 38 39 40 86 87 88 89 GBS
© ] @
& @ - @ -9
@ @)
15.0 17.5 8.5 9.0 9.5 10.0 GED

12.5

Figure 2: Results of various number of shots (k=6, 8,
10) on KELM-sub with Iterative Offline Correction. The
colors represent Base, and corrective iterations , -, 3.



Choosing the right prompt

Prompt 1: Transform the text into a semantic graph.

Prompt 2: Transform the text into a semantic graph consisting of a set of triples.
Generate as many triples as possible.

Prompt 3: Trans- form the text into a semantic graph consisting of a set of triples.
First produce all relations possible, then produce the graph.



GenWiki-HIQ

lterative augmentation of GenWiki using WebNLG dataset verifier.

Evaluation of dataset?
Flan-T5-XL prompt: “Transform the semantic graph into a description”

Calculate output similarity with the main text



Problems of instruction fine-tuning evaluation

- What is right?
- How right is it?



An evaluation method

Beyond the Imitation Game: Quantifying and extrapolating
the capabilities of language models

Alnhahatic annthar lict.*

compme, code P BIG-bench Task Sizes t‘;‘:
=5 common sense E

- °'fi"1mmvcontex question answeringnon: 'anggagf 40 ndy

dreeresponse; .

=4
:
A hem g Visual reasoning Ml “human-like behayiorsme s m§ % i
S. éonlext ength cag§§u_[ea_'slgp|ng r r t _rg \© o
S"analogical reasoning p g q S5 # 20
Out Of Istnbutlon translation Wort sensedlsamb»quauomnuq tent °§

I parap ,ase.vepea«ea-nm-c«mnlcgntextualquestlon answqrmg. ‘:::}::,‘,‘,,gg,,

............ evaluation tion  emotional mlelliqmt figurative language
= reading comprehension ;
arn usource |angu.g.numenca response ,,,,,,, emotional understanding 100 10! 102 103 104 10° 106
# Examples

(a) (b)

Figure 3: Diversity and scale of BIG-bench tasks. (a) A word-cloud of task keywords. (b) The size
distribution of tasks as measured by number of examples.



RL to the rescue (Instruct GPT)

We may not be able to assign a proper score to outputs, but we can simply
compare the results and improve our system -> Reward system



Conclusion



Thank you!



References

- Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

- Large Language Models are Zero-Shot Reasoners

-  SUPER-NATURALINSTRUCTIONS: Generalization via Declarative Instructions on
1600+ NLP Tasks

- InstructUIE: Multi-task Instruction Tuning for Unified Information Extraction

- PiVe: Prompting with Iterative Verification Improving Graph-based Generative
Capability of LLMs

- A Comprehensive Survey on Instruction Following

- Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT

- CS224N/Ling284 Course



